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® Telco Cloud footprint using open technologies
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Open Source

Some requirements for the evolution of Telco Clouds... MANO
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MANC

Telcos are moving from virtualization to cloudification
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if we look the ETSI NFV Architecture
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Open technologies can cover key parts of the architecture @ MANO
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Whitestack has been using this open technologies MANO

W hitestack has been
implementing Telco Clouds in Latin
America since 2018 and currently

has:

e More than 15 datacenters

e |In more than 6 countries

e Those Telco Clouds are running
VNFs and CNFs
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the biggest challenge... MANO

moving from this...
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...Tirst step of Telco Cloud adoption MANO

Based on our experience, moving to Telco Cloud is a big challenge, that’s why we
suggest a progressive adoption:
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..second step of Telco Cloud adoption MANO
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...third and final step of Telco Cloud adoption MANO
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...benefits of using OSM in the Telco Cloud

Define the descriptors once and then use it in different datacenters and

countries...

Just need to modify the instantiation parameters!
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...demo
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v 5G Core from OAl is used

v 2 NS and KNFs, both are
instantiated using one OSM,
first 5G Control Plane and
then 5G Data Plane

v 5G Core Control plane
includes AMF, NRF, SMF,
UDM and it’s deployed in
central DC

v 5G Core Data plane
includes UPF and it’s
deployed in edge DC

v Whitecruiser has deployed
both kubernetes clusters
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...demo MANO
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https://docs.google.com/file/d/1Kjr_QEJwHExhdXElUm6qux8yPnQw7F69/preview

Open Source

osm.etsi.org
osm.etsi.org/docs/user-guide

osm.etsi.org/wikipub




